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Technical Tips and Tricks

Details we’ll cover in this presentation:

« Backup tips in relationship to the vCenter infrastructure
A “How-To" for a software-defined backup strategy
Storage considerations for backup

Infrastructure component design

New storage system tips (VSAN & VVOL)

Advanced option considerations
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vCenter and the art of Backups

vCenter database health and performance are critical to
backups happening in a timely and successful manner.

- There are a lot of queries back and forth to the managed

object reference; which is powered by the vCenter DB
« This is the #1 reason backups randomly fail
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Tips and Tricks

- Don’t reboot vCenter during backups (or restart vpxd)

« The database maintenance plans as well as occasional
manual tasks are critical to vCenter DB health

- Don’t install Veeam (or other significant applications) on the
vCenter Server operating system

- Consider the number of backup jobs in place. Causes
Veeam DB growth and increases CPU/Memory usage
(don’t do one job per VM).
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Favorlte view of good mformatlon

OB TOOLS

VEEAM BACKUP & REPLICATION

HOME VIEW

G G C’i Lu |
Start Stop Retry Active Database VM Database Edit Clone Disable Delete
Full Statlstlcs Statistic Report Report
Job Control Details Manage Job
BACKUP & REPLICATION ,O Type in an object name to search for x
NAME + TYPE STATUS LASTRESULT =~ NEXTRUN TARGET OBJECTS IN J...
4  Jobs
) E€ Backups -‘ vmwarej 1
© Disk
4 [3 Last 24 hours Percent busy for processing stages
[* Running (1) Source 99%
[ Success Proxy
[ Faied Network
ion: Target
IJUGE
9.3GB (4.1x)
Job progress: 10of 1VMs

Eg BACKUP & REPLICATION

e\? BACKUP INFRASTR RE Summary us Throughput (all time)
B Duration: 0:01:21 Processed: N/A Success: 1
VIRTUAL MACHINES Processing rate: N/A Read: N/A Warnings: 0
Bottleneck: N/A Transferred: N/A Errors: 0
@g; STORAGE INFRASTRUCTURE
Fé] TAPE INFRASTRUCTURE VM name Status Action Duration Kol
- D dcl.mainsu.. & Success  Preparing next VM for processing 0:00:05
@\& CLOUD CONNECT INFRASTRUCTURE @ Processing dc1.main.support2.veeam.local 0:00:38 | —
 All VMs have been queued for processing =
0 G 2 @ Job finished at 9/24/2015 1:23:54 AM ~

1JOB SELECTED

[TBDJCONNECTED TO: 127.0.0.1 ENTERPRISE PLUS EDITION EVALUATION: 99 DAYS REMAINING  (VEEAIM
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Favorite view of good information

Percent busy for processing stages

Source 99%
Proxy 3%
Network 8%

Duration: 1| Target 21% [Z )
Processing rate: Reaa:

8 . :
Bottleneck: Sm Transfemred: 9.3GB (4.1x)

Show Details
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Components: 18.000 meter view

VMware host Veeam Backup Server
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Components: Optionally All-In-1
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When bottleneck says Proxy...

Take a look at the job settings, (i [Pt | 5o | espasio [ecy [5om]
th ey may have been made a bit Datlzar;:g;oi:ﬁnedatadeduplicaﬁon (recommended)

[v] Exclude swap file blocks from processing (recommended)

tOO OptimiStiC for the [v] Zero out dirty blocks (recommended)

Compression level:

resources in place. Opinl prconmended :

None

DeduE e fﬁendi

Optimal (recommended

High
Extreme

Best perfformance at the cost of lower deduplication ratio and larger
incremental backups. Recommended for direct-attached storage.

Encryption
[] Enable backup file encryption

Password:

v

A Loss protection disabled Manage passwords
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Compression level comparison
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Additional tweak: Concurrency

1 CO re p e r j O b J d O n ,t @ :::;rserverfor new backup proxy. You can only select between Microsoft Windows servers added to the managed servers
over-assign the

which are not proxies already.
Ca p a b i I iti e S Of lvk-veeamS.supportZ.veeam local
Proxy description:

th e p rOXi e S ! Created by Veeam Backup & Replication

Transport mode:
| Automatic selection

Connected datastores:
|A|.tomatic detection (recommended)

Max concument tasks:

2 RO

< Previous I |
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Storage Goodness!

Direct NFS in v9 is very underrated!

® Example 2 - Direct NFS (Incremental) x
Job progress: 100% 10of 1VMs
SUMMARY DATA STATUS
Duration: Processed: 100.5 GB (100%) Success: 10
Processing rate: Read: 9.7GB Warnings: 0
Bottleneck: Transferred: 9.7GB (1x) Errors: 0
THROUGHPUT (ALL TIME)
Speed: 98.8 MB/s
NAME ACTION 4 DURATICN
(51 SSA-I0SI... @ Success () Job started at 2/14/2016 1:49:11 PM
() Building VMs list 0:00:31
SUMMARY DATA
Duration: 0:03:51 Processed: 100.5 GB (100%)
Processing rate: 87 MB/s Read: 9.7GB
Bottleneck: Source Transferred: 9.7 GB (1x)

/e

B Example 2 - NON Direct NFS (Incremental) x
Job progress: 100% 10of 1VMs
SUMMARY DATA STATUS
Duration: 0:17:57 Processed: 150.3 GB (100%) Success:

Processing rate: 117 MB/s Read: 109.7 GB Warnings:
Bottleneck: Source Transferred: 9.7GB (11.3x) Errors:
THROUGHPUT (ALL TIME)
Speed: 205.8 MB/s

G

NAME STATUS
(5 SSA-I0SI... (D Success

SUMMARY
Duration:
Processing rate:

Bottleneck:

ACTION 4

() Job started at 2/14/2016 1:53:07 PM
() Building VMs list

0:17:57
117 MB/s

Source

DATA

Processed:
Read:

Transferred:

DURATION

0:00:29

150.3 GB (100%)
109.7 GB

9.7GB (11.3x)



Hypervisor-converged storage

More opportunities for convergence in your data center!

Best example here is VMware Virtual SAN or VSAN. VSAN
6.2 is now available with vSphere 6 Update 2, cool new
features:

« Erasure coding

« Deduplication and compression

 |OPs limits for objects (like VMs)

« ROBO and stretch cluster support and more
Read Cormac’s blog: http://vee.am/vsan62
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What about availability?

Ensure FULL backup and restore support when it comes to
protecting VMs on VSAN. Veeam is VSAN aware:

|
./

« Proxy on each host

» Queries VSAN data

« Moves data from
best node

VSAN Volume
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Specifically for VVOL and VSAN

The Storage Policy-Based Management association is
critical when it comes to backup and restore.

Otherwise, why use the new frameworks if you can’t ensure
their service levels on restore.

Free tip: Veeam Quick Migration can be used to migrate fo
VSAN and VVOL storage resources, consider that for your
migration plan.
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SPBM Association on restore

T YUUSRUN SV Com v . i S LR AL R o el TULLLSS T SR UL R AU I L T R

@ Example 1 - File Copy Job 1 File Copy Stopped Success 3/11/201611:00....  [SSA-RDS036.SSA.LAB] (
@ Example 1 - VEAD VEX - Active Directory & Exchange 1 VMware Back.. Stopped Success <not scheduled> ExaGrid Deduplication
{0} Exam Full VM Restore Wizard x
{6} Exam

I_l Datastore
& Bam  LEem) N . Stsne

By default, original datastore and disk type are selected for each VM file. You can change them by selecting desired VM file, and

f“é Exam | clicking Datastore or Disk Type. Use multi-select (Ctd-click and Shiftclick) to select multiple VMs at once.
@ Exan heldev05.dev.amust local
@ o : s s g[g[ Virtual SAN Default Storage Policy

kel RE on: ?@ Wol No Requirements Policy
@ Exam File Size Datastore Disk type =
{@& Exam Restore Mode 4 [1SSAVMOD1 &= 3parvVol [2.1 TBfree]
@ Exam Host E]Conﬁguration files Jpar vVol (VWol No Requirements Policy) [... VNXe_LUNGroup_DRS
48 Exan |=1Hard disk 1(SS... 40.0.. 3parvVol (Wol No Requirements Policy) [... Same as sour 3parfc [127.2 GB free]

ai_nimble(154.61)_fc_vol1 [7.5 GB free]
ai_nimble(154.61)_fc_vol2 [7.9 GB free]
ai_nimble_iscsi_vol1 [7.9 GB free]
ai_nimble_iscsi_vol2 [7.9 GB free]
ai_nimble_iscsi_vol3 [7.9 GB free]

ai_nimble_iscsi_vol4 [7.9 GB free]

@ B Resource Pool

@ Bt Folder
@ Exam  Network

ai_vrixe_lun1 [1.2 GB free]
aryleev_lun_DS [8.8 GB free]
heldev05-ds1 [2.2 TB free]

@ Exani Reason
16} Exam Summary

COLCLOR LR CCOR LR COR LR ECCR LR L LU

@ Exam o o :

@ ol < I 5 I 5] . an".\la £ 1QQE Q (AR fraal
@- Exam Select muttiple VMs to apply settings in bulk. | e | | Diske Type... | ~ Type in an object name to search for
{6} Exam

{8 Exam | < Previous | | Next > | l Finish l | Cancel |




SPBM done wrong

SSA-VMO01-R-NoPolicy
Guest OS: Microsoft Window s Server 2008 R2 (64-bit)
Compatibility : ESXi 6.0 and later (VM version 11)
Powered Off VMw are Tools: Not running, not installed
DNS Name:
IP Addresses:
Host: heldev04.dev.amust.local
Launch Remote Console Py
Download Remote Console @ A
* VM Hardware J | ¥ VM Storage Policies O
: . | VM Storage Policies % VWol No Requirements Policy
» Advanced Configuration O

Ef Virtual SAN Default Storage Policy
» Notes - M Storage Policy Compliance @ Not Applicable

Last Checked Date 31172016 2:12 PM

g : Check Compliance
. Failure Failure response | {

¥ VM Failure Response O




More advanced VMware storage

If using next generation storage technologies (VVOLs and
VSAN) ensure that Storage Policy-Based Managementis
supported upon restore. This is NOT what you want to see:

SSA-VMO01-R-NoPolicy

Guest OS: Microsoft Window s Server 2008 R2 (64-bit)
Compatibility : ESXi 6.0 and later (VM version 11)
Powered Off VMw are Tools: Not running, not installed
DNS Name:
IP Addresses:
Host: heldev04.dev.amust.local
Launch Remote Console Py

Download Remote Console 0

¥ VM Storage Policies O
VM Storage Policies % VWol No Requirements Policy
% Virtual SAN Default Storage Policy

» VM Hardware

» Advanced Configuration

» Notes

Last Checked Date 3M11/2016 2:12 PM

o)ojuo)un)

¥ VM Failure Response
Check Compliance
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Don't skip the 3-2-1 Rule

Hyper-convergence is awesome, but
our responsibilities don’'t go away!

3 Different copies of data

2 Different media
1 of which is off-site
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3-2-1

RULE MADE EASY WITH
Veeam Backup & Replication
The rule
Copies of Duffer nt Ofwh ch
3 Importa t Data is Off-Site

-

1 001
luu

EJI

Errors using SureBackup
for your VMware Backups



3 Different copies of data

Running workloads “count” as one copy.

The other two are where you need to think a bit:

-Backups I 2 £
-Replicas ey

-Tape
-Cloud =

-Storage snapshots
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The 3-2-1 Rule Rocks

The 3-2-1 Rule can address nearly any failure scenario.

It also doesn’t require any specific technology.
lll

VMwar

DD D

I
Backup
Y Y

0 [ Y
0 I O
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What is offline storage anymore?

Attributes such as:

« Out of band communication

« Protocol reliance

« Traversal of authentication mechanisms

« Consider also some physical access controls
« Rickatron special: The 3-2-1 (+1+1) Rule

« One offline
« One with access control
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Right for today: vSphere Tags

What are policies, and why you need them?

Datacenters are becoming complex

Many VMs = many different protection needs
A multitude of jobs are hard to maintain
Some VMs may be left unprotected
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Transition from jobs to policies

Define a Create Rules to Have task to apply
“Desired State” reach the Desired rules and correct drift
State
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Desired State - How

Batptesvm Agens-
Ji:;::?:nitorhﬁ:nage Related Objecis VS p h e re ta g s

2012-testVM

Guest 0S: Microsoft Windows Server 2012 (64-bit) )
Compatibiity:  ESXi 5.1 and later (VM version 9) A VM h It pl
Powered Off VMware Tools: Not running, version:9350 (Upgrade avaiable) Ca n a Ve m u I e
DNS Name:

¢ Adwesees: tags

Host: esxi01.skunkworks local

Launch Remote Console Py
A

Download Remote Console 0

T — YT T—— 5 Native property of the
| - Tass s workload, not the backup

» Advanced Configuration 0

\ Assigned Tag Category Desaription
T 5 | row RPO software
( SQL VM se
» VM Failure Response O L
» Update Manager Compliance O
Assig -
© m Sorware. All rignts re Al m property p wners -




Rules - What

Use the tags to say what the rules are

[rome|

M Categories |

’J Categories: [All Categories v ] (Q Filter
Tag Name 1 a Category Desaiption

{7 Encryption NO Backup Encryption

{7 Encryption YES Backup Encryption

&7 LinuxVM VM purpose

¢ RPO 12Hours RPO Backup is executed every 12 Hours

{7 RPO 24 Hours RPO Backup is executed every 24 hours

¢ RPO 4Hours RPO Backup is executed every 4 hours

{7 RPO No Backup RPO No backup needed for this VM

& saL VM purpose
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The "No-Backup” Tag

0 RPO No Backup RPO No backup needed for this VM

As users apply policies themselves, admins need to be
sure a VM doesn't need a backup because the user
decided so, and not because it was forgotten

A quick report can show VMs with no RPO tags
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Rules - How

Policies in the backend are consumed by JOBS (or tasks,
or schedules, or batch...)

Jobs are difficult to maintain at scale if they deal with
single VMs or groups

The environmentis highly changing, instead of changing
jobs frequently, let's have them adjust automatically
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Tag-based jobs In Veeam

Name
Type in a name and description for this backup job.
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Tag-based jobs In Veeam

nemove

¥ Down

T L

Recalculate

Total size:
3K ~ Type in an object name to search for 0.0 KB
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VM with no backup

. : , Veeam ONE can

Modelling Options

efresh 2 Y ND E S ' 13 = :
| | n n
Infrastructure View ozl | R | 1Ty | HERERC | B i : e | B [ Id e I Itlfy VM Wltl I I l O
5 @) vitusl nfrastructure € Selected Object: srv0t (1 error, 3 warnings)

{5 172.16.1.57

=] E‘;‘E veenter01
Eﬁ Atlanta
B E:lColumbus

Fiters: © (4 ©| @] 4 @@ @] Emsoet| @] Q

Status Alarm Time ¥  Source Type Name Repeat Count
= & esxi8.veeam.local }
~ 1 ‘Warning 6:48:27 AM This object {srv01) & WM with no backups 1
= & Resources :

e ABC DB /1 Warning 3:45:07 AM This object {srv01) i} Too many snapshots on the ¥M 1
@ ABC Servers A Warning 3:45:07 AM This object {srv01) & Latest snapshot age 1
g CRM € Error 3:45:07 AM This object {srv01) @ Latest snapshat size 1 yO| l ‘ al l ‘ OI I I Ig l I re al l
e Development

®

@ Exchange Virtual Lab
e Fileservers

ATS srv02

AT srv03

ATS srv04

& srv0s

e Mediaservers
@ Mediaservers DB
@ Miscellaneous
@ Replicas

e Research

m

alarmand assign a
starta backupjob or
v create it from scratch

This ¥M has not been backed up within the defined RPO {Recovery Point Objective) interval

[}

2]

Description

®=

®

[+

[m] )
W Infrastructure View Cause

Vimmmmn lhanliin me vamblinabinn inbh fme Shim VA Aid cmb ammnmlaba mcimnmm el me blamem s s Smbn amsfims em A Eme bl R
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VM with no backup

Details
Protected VMs
Last Backwp VMs Location Backup Type Backup Job Oldest Badup | Available Restore | Last Bacup
Bl Failed
srv04 veenter01>esxi8.veeam.local Backup Mediaserver Backup 27.10.2014 7/31.10.2014
(] Success
websrv01 vecenter01>esx18.veeam.local Backup 1AS Backup 27.10.2014 8/04.11.2014
websrv02 veenter01>esx18.veeam.local Backup 1AS Backup 27.10.2014 8/04.11.2014
E Warning
k-db01 vecenter01>esx18.veeam.local Backup CRM Database Daily Backup 22.10.2014 14/03.11.2014
Unprotected VMs (VMware)
Location VM Age VMs Creation Date  Last Backup VM Size (GB) Creator
Date
[ vcenter01>esx18.veeam.local 33
[E] Not defined
alba-01 Not defined - 0| Not defined
crm-frontend Not defined - 9/ Not defined
crm-services Not defined - 0| Not defined
dc01 Not defined - 0| Not defined
Exchange_Virtual_Lab Not defined - 0 Not defined
fileserver03 Not defined 03.10.2014 0| Not defined
finance01 Not defined - 0| Not defined
hp_appliance01 Not defined - 0| Not defined
hp_appliance02 Not defined - 0| Not defined
mediaserver01 Not defined - 0| Not defined
mediaserver02 Not defined - 0| Not defined
mediaserver03 Not defined - 0| Not defined
Veeam ONE can report all VMs with missing backups
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